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Abstract
Network Function Virtualization (NFV) opens us great opportunities for network 
processing with higher resource efficiency and flexibility. In this respect, there is an 
increasing need for intelligent orchestration mechanisms, such that NFV can exploit 
its potential and live up to its promise. Genetic algorithms have emerged as a prom-
ising alternative to the proliferation of heuristic and exact methods for the Service 
Function Chain (SFC) embedding problem. To this end, we design and evaluate a 
genetic algorithm (GA), which computes efficient embeddings with runtimes on par 
with approximate methods. We present a GA model as state-space search in order 
to clarify the design choices of a GA. Our proposed GA utilizes a heuristic for the 
generation of the initial population, with the aim of directing the search towards the 
solution. Given the sensitivity of GAs on their various parameters, we introduce a 
parameter adjustment framework for GA fine-tuning. A comparative evaluation 
among a range of GA variants with diverse features sheds light on the impact of 
these features on SFC embedding efficiency. The GA variant that stands out is fur-
ther benchmarked against a baseline greedy algorithm and a state-of-the-art heu-
ristic. Our evaluation results indicate that the GA yields notable gains in terms of 
request acceptance and resource efficiency.
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1 Introduction

Network Function Virtulization (NFV) decouples network functions from the 
underlying specialized devices, known as middleboxes, which are commonly 
deployed in enterprise and telco networks [1–3]. As such, network functions, such 
as firewalls, proxies, network address translation (NAT), intrusion detection, and 
redundancy elimination, can be deployed using software that runs on virtualized 
commodity servers [4]. Such virtualized network functions (VNFs) can be either 
executed on the network operator’s premises or can be leased from cloud provid-
ers, in the form of Network Function-as-a-Service [2, 5–8]. In this respect, NFV 
enhances flexibility and resource efficiency compared to middleboxes, whereas it 
also spurs innovation by lowering the barrier for introducing new functionality 
into the network.

VNFs are commonly orchestrated in bundles, known as Service Function 
Chains (SFCs) [5, 9]. A SFC is essentially a sequence of VNFs and is expressed 
in the form of a VNF-graph. The latter, besides VNF connectivity, commonly 
encompasses resource demands (e.g., computing demands for VNFs and band-
width demands for the graph edges), which may either be directly specified by the 
client or may be derived from service Key Performance Indicators (KPIs).

A key requirement for the deployment of VNFs, either on private datacent-
ers or on public cloud infrastructures (usually termed as NFV infrastructure—
NFVI), is VNF-graph embedding, i.e., the assignment of VNFs and the corre-
sponding VNF-graph edges onto the respective NFVI counterparts (i.e., servers 
and network links). The general case of this problem (i.e., topology embedding) 
is known to be NP-hard [10] and not efficiently solvable, even when polyno-
mial boundaries [11] or restrictions [12] are applied on the problem parameters. 
The problem complexity is retained even for special types of substrate network 
topologies [13]. VNF-graph embedding can be seen as a special case of topology 
embedding [14], at which the request graphs are directed (as opposed to virtual 
network embedding, where the virtual network graphs are commonly undirected).

VNF-graph mapping optimization has been mainly tackled using heuristics [6, 
8, 14, 15] and exact methods [5, 7, 9, 16–20]. Heuristics and greedy algorithms 
generate embeddings with typically low solver run-times, but usually at the 
expense of a considerable optimality gap. On the other hand, exact methods may 
achieve near-optimal solutions; however, their inherent computational complexity 
introduces significant scalability limitations. As such, exact methods constitute a 
feasible approach only to small-scale embeddings.

Considering these limitations of heuristic and exact methods, Artificial intelli-
gence (AI) and Machine Learning (ML) have recently drawn significant attention 
as viable alternatives to the solution of NP-hard problems [21, 22]. Numerous AI/
ML-assisted methods have been particularly developed for the VNF-graph embed-
ding problem [23]. Within the domain of AI, we particularly focus on genetic algo-
rithms (GA), which demonstrate high potential for generating efficient solutions for 
this class of problems. Yet, their efficiency is not well understood, since they have 
been rarely employed for VNF-graph embedding.
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In this respect, we study GAs as an alternative approach to the VNF-graph embed-
ding problem, extending our previous work in [24]. In particular, we have extended 
our previous work as follows: (i) we analyze the behavior of GAs using a model 
based on state space search, (ii) we discuss in more detail the dynamic parameter 
adjustment of our proposed GA, (iii) we discuss related work on the application of 
GAs in the SFC embedding problem, (iv) we study the impact of a range of GA fea-
tures on SFC embedding efficiency by comparing among a set of GA variants, and 
(iv) we benchmark the most efficient GA variant against a state-of-the-art method 
(i.e., BACON [25]), uncovering notable gains in terms of resource efficiency.

In more detail, the main contributions of our work are the following:

• The operation of GAs is defined by many parameters; thereby, in order to main-
tain efficiency and adaptability to different problem configurations, it is nec-
essary to adjust these parameters to each particular problem instance. To this 
end, we have developed a dynamic parameter adjustment procedure, which is 
executed in parallel with the SFC embedding, empowering the proposed GA to 
adapt to different problem configurations.

• In order to analyse the behavior of GAs, we have developed a modeling frame-
work for their functionality, which is based on state space search. As such, we 
are in position to study the efficiency of GAs on computational problems, such 
as SFC embedding, and also perform the adjustment of the GA parameters. This 
GA model is critical for the aforementioned dynamic parameter adjustment.

• We propose a GA that incorporates innovative features, such as dynamic param-
eter adjustment, the structure of procedures, and a heuristic-based approach to 
the generation of the initial population. The latter effectively directs the state 
space search towards the solution, augmenting the GA. All these features com-
bined empower the proposed GA1 to confront the computational hardness of the 
SFC embedding problem.

• We scrutinize the behavior of GAs in terms of SFC embedding, by comparing a 
range of GA variants that differ in the features that they employ. This comparison 
uncovers various insights regarding the impact of GA features on SFC embed-
ding efficiency. We further quantify the gains of the most sophisticated GA vari-
ant (i.e., GA-PAGA ) against a baseline greedy algorithm and a state-of-the-art 
heuristic [25].

The remainder of the paper is organized as follows. In Sect. 2, we present the net-
work and request models, and formulate the problem at hand. Section  3 provides 
background information on GAs. In Sect. 4, we present a modeling framework for 
the functionality and efficiency of genetic algorithms. In Sect. 5, we discuss in detail 
our solution for the VNF-graph embedding problem, based on GAs. In Sect. 6, we 
elaborate on the dynamic adjustment of the parameters for our proposed GA. In 
Sect. 7, we study the efficiency of selected GA variants and compare our solution 

1 The source code of our implementation is available in [26].
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with state-of-the-art based on simulation results on structured topologies. Section 8 
provides an overview of related work. Finally, Sect. 9 highlights our conclusions.

2  Problem Description

In this section, we discuss and formulate the SFC embedding problem. More specifi-
cally, we commence with a high-level description of the problem at hand (Sect. 2.1); 
subsequently, we introduce a network and request model (Sect. 2.2), followed by the 
problem formulation (Sect. 2.3).

2.1  SFC Embedding

Network service deployment on top of virtualized infrastructures raises the need for 
the placement of VNFs onto servers. In fact, a network service may encompass a 
number of communicating VNFs. In this respect, the communication requirements 
are commonly expressed in the form of SFC graphs, which represent both the asso-
ciated computing and communication demands, as illustrated in Fig. 1. As such, the 
VNF-graph vertices (i.e., VNFs) and edges should be assigned to their respective 
counterparts of the substrate network graph. This so-called SFC embedding prob-
lem requires the coordination of node and link mapping in order to generate effi-
cient solutions. Solutions that decouple these two steps usually yield considerable 
sub-optimality, whereas they can also lead more often to request rejections. Figure 1 
illustrates an example of SFC embedding onto a two-layer fat-tree topology.

Different SFC embedding optimization objectives (e.g., VNF co-location, load 
balancing, energy efficiency) have been pursued by the various existing approaches 
(e.g., [5, 11–13, 27–30]). However, considering that a NVFI is practically an edge or 
core cloud datacenter, its operator would seek to minimize the embedding footprint, 
which, in turn, reduces the communication cost leading to bandwidth conservation. 
This is more critical at the inter-rack level, especially for datacenter topologies (e.g., 
fat-trees) that are oversubscribed. Therefore, embedding solutions that co-locate 
communicating VNFs within the same rack are more preferable.

In particular, we consider the online SFC embedding problem, at which SFC 
requests arrive and are processed one by one. The problem formulation presented in 
the following is tailored to online embedding and seeks the optimization of the map-
ping of a VNF-graph, independently of other SFC requests.

2.2  Network and Request Model

2.2.1  Network Model

For the substrate network that hosts the virtualized VNFs, we define the graph 
Gs(Vs,Es) , where Vs denotes the set of compute nodes (e.g., servers) at which VNFs 
can be hosted, whereas the set Es represents the network links. In every substrate 
node z, we assign value rz which denotes its residual capacity. Every substrate link 
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lu,z within Es that connects nodes u, z is associated with bu, z which denotes the avail-
able bandwidth of the link. In addition, for each pair of substrate nodes u,  z, we 
define the path hop-count expressed by hu,z.

2.2.2  Request Model

Each embedding request consists of the VNF-graph, modeled by Gv(Vv,Ev) . Each 
node n ∈ Vv denotes a VNF, whereas associated value dn expresses its computing 
demand. We further express each edge between VNFs i and j of the VNF-graph as 

Fig. 1  SFC embedding onto a two-layer fat-tree substrate network topology
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ei,j . Each edge of the VNF-graph is associated with a bandwidth demand denoted by 
di,j.

2.3  Problem Formulation

Let graphs Gs(Vs,Es) and Gv(Vv,Ev) model the substrate network and SFC request, 
respectively, as defined earlier. We define the mapping of the nodes in Vv to the 
nodes of subset V ′

s
⊆ Vs as:

where xn
z
 denotes whether node n is assigned to z (i.e., a value of 1 implies that there 

is an assignment). Furthermore, we define the mappings of virtual edges as the map-
pings of the nodes in Ev to the corresponding nodes in Es , such that:

 where ei,j is the virtual edge connecting nodes i, j of Gv , while u and z are the corre-
sponding nodes of Gs . The efficiency of the mapping is, therefore, defined as:

Equation Cm corresponds to the fitness function of the genetic algorithm and essen-
tially quantifies the resource efficiency in terms of CPU and bandwidth consump-
tion. More specifically, the first term represents the resource efficiency associated 
with the whole range of substrate nodes. The second term captures the efficiency 
with respect to bandwidth allocation across all substrate links. In this respect, we 
define min(bu,z) as the minimum available bandwidth across the links between sub-
strate nodes u, z. The multiplication of this minimum bandwidth by the hop count 
gives the available bandwidth along each path used for the mapping of VNF-graph 
edges. Note that the minimization of Cm is strongly correlated with VNF co-loca-
tion, since a high degree of co-location imposes a reduction in the path hop-count, 
and, thereby, in the second term of Cm.

The SFC embedding problem can be formulated as an embedding cost minimiza-
tion problem for any incoming SFC request, i.e., a SFC mapping is sought that mini-
mizes the CPU and bandwidth consumption in the substrate network. Thereby, the 
SFC embedding problem is formulated as:

subject to:

∀n∃z → n ∈ Vv ∧ z ∈ V �
s
∧ xn

z

∀ei,j∃u, z → ei,j ∈ Ev ∧ z ∈ Es ∧ u ∈ Es ∧ xi
u
∧ xj

z

Cm =
∑

z∈Vs

∑

n∈Vv

(rz − dn) +
∑

u,z∈Vs

∑

i,j∈Vv

[(min(bu,z) × hu,z) − di,j]

Minimize
∑

n∈Vv

∑

z∈Vs

xn
z
dn + a

∑

i,j∈Ev

∑

u,z∈Es

f i,j
u,z

(1)
∑

z∈Vs

xn
z
= 1 ∀n ∈ Vv
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The first term of the objective function minimizes CPU consumption, whereas the 
second terms seeks the minimization of bandwidth consumption. f i,ju,z denotes the 
amount of traffic flow on the substrate link (u, z) for the bandwidth demand between 
the VNFs i and j. In addition, a comprises a normalization weight that acts as a bal-
ancing factor between the computational and bandwidth cost.

Next, we explain the various constraints that appear in the problem formulation. 
Constraint (1) ensures that each VNF is assigned exactly to one substrate node. Con-
straint (2) enforces a capacity limit on substrate links. Constraint (3) implies flow 
conservation, i.e., the summation of incoming and outgoing flows of a substrate 
node must be zero. Condition (4) ensures that the CPU demands of the assigned 
VNFs do not exceed the residual CPU capacity of the corresponding substrate 

(2)
∑

i,j∈Vv

f i,j
u,z

≤ bu,z ∀u, z ∈ Vs

(3)

∑
f i,j
u,z

−
∑

f i,j
z,u
= di,j(xi

u
− xj

z
)

i ≠ j,∀i, j ∈ Vv, u ≠ z,∀u, z ∈ Vs

(4)
∑

n∈Vv

xn
z
dn ≤ rz ∀z ∈ Vs

(5)xn
z
∈ {0, 1} ∀n ∈ Vv,∀z ∈ Vs

(6)f i,j
u,z

≥ 0 ∀i, j ∈ Vv,∀u, z ∈ Vs

Table 1  Notations Symbol Description

Gs Substrate network graph representation
Vs Substrate nodes representing servers
Es Substrate network links
lu,z Substrate link connecting substrate nodes u and z
Gv VNF-graph
Vv Virtual nodes representing VNFs
Ev Virtual links
ei,j Virtual edge e connecting nodes i  and j

f
i,j
u,z

Traffic flow on substrate link lu,z for the bandwidth 
demand of the virtual edge ei,j

xn
z

Virtual node n is assigned to substrate node z
hu,z Hop-count between nodes u, z
rz Residual computing capacity of substrate node z
dn CPU demand of virtual node n
bu, z Available bandwidth of link between substrate nodes u, z
di, j Bandwidth demand of virtual edge ei,j
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nodes. Lastly, constraint (5) enforces the binary domain constraints for variable xn
z
 , 

whereas condition (6) enforces the causality of the flows f i,ju,z . Table 1 provides a list 
of all notations.

3  Background on Genetic Algorithms

Genetic algorithms are optimization techniques inspired by Darwin’s theories on the 
evolution of species [31]. They provide efficient solutions in computationally hard 
problems, such as combinatorial NP-hard problems [32]. The generated solutions 
may yield a degree of sub-optimality, although they may still be efficient and accept-
able [33]. Initially, a genetic algorithm generates a population of possible solutions. 
The population is usually generated randomly, but may also be the product of a heu-
ristic procedure [34]. Our proposed solution employs both methods. The members 
of the population are called chromosomes; this name implies that the functionality 
of the algorithm simulates biological procedures. Every chromosome is a string that 
encodes a possible solution and every symbol of the string is called gene. A crucial 
factor for the operation of the algorithm is the fitness function, which defines the cri-
terion for the margin between the solution encoded in a chromosome and the desired 
solution. The algorithm iteratively executes the following procedures.

Selection. This step simulates the procedure of natural selection, at which the 
stronger members of a population survive in the next generation while the weakest 
members do not survive.

Crossover. During the procedure of crossover, two chromosomes exchange parts 
of their genetic material that are randomly chosen and generate offspring that repre-
sents different solution than their parents.

Mutation. The procedure of mutation refers to the random change of the value 
of a gene, similar to the biological notion of mutation. Mutation may generate solu-
tions that are not produced by crossover, thereby, directing the search in different 
parts of the search space.

Each round of sequential execution of the procedures is called generation. Even-
tually, the population becomes homogeneous converging to a strong solution. This 
outcome stems from the fact that the chromosomes of higher fitness prevail through 
the procedure of selection over the weaker chromosomes. The genes that are primar-
ily responsible for the high fitness are spread through crossover to a large part of 
the next generation population. A genetic algorithm is terminated when the desired 
solution has been computed or when the population has become homogeneous and 
converges to a solution.

A particular limitation of genetic algorithms is the premature convergence of the 
population to some local optimum, i.e., failing to compute the global optimum which 
commonly comprises the objective of the algorithm. This behavior occurs when the 
search for the optimal solution is confined within a subset of the state space, where 
the desired solution is not included. The GA model that we introduce in the follow-
ing section lets us clarify why the desired mapping is unreachable under certain con-
ditions for problems, such as the SFC embedding.
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4  Genetic Algorithm Modeling

In this section, we model GA as a state-space search. State space is a method of 
representing a problem by defining all the possible states at which the problem 
can fall into, i.e., all the possible solutions of the problem. Therefore, the solution 
of the problem lays in its state space. It can be identified by searching the state 
space and it is reasonable to claim that by studying the state space of a problem, 
we can draw important conclusions about the problem. Modeling an algorithm as 
state-space search empowers us to analyze how it converges to the final solution 
across the entire solution space.

Such analysis is critical for understanding the functionality and behavior of a 
GA. Without loss of generality, we consider the case of the simple genetic algo-
rithm; that is an algorithm without variations from the typical design of the GAs. 
The literature includes lots of variations of the typical simple GA that improve 
certain features of the algorithm, based on the special requirements of the prob-
lem under consideration in each case. These are heuristics used for the population 
generation and methods that prevent the premature convergence of the popula-
tion. These variations adhere to the same principles and employ the same genetic 
procedures. Therefore, the modeling of a typical GA can be also applied to these 
variations without loss of generality.

State space, also known as solution space in some disciplines, is modeled as a 
directed graph C(S, A) where:

• S is the set of nodes that correspond to all the states of the space that may be 
considered as possible solutions to the problem (or else all the configurations 
of the problem). Every state can be encoded as a chromosome in the case of a 
GA.

• A represents the set of edges that denote the possible actions that may be 
applied during a search on S; these are the possible transitions between states. 
Each action is applied to two states and defines the transition of the search 
between these states. Any two nodes may be connected by more than one 
edge, if there are more than one ways of transition between the states. In the 
particular case of the GA, transition between two states may occur by the pro-
cedures of crossover and mutation that are modeled by distinct edges in C. 
The genetic procedures define the following corresponding actions:

– Mutation actions connect states that can result from the procedure of muta-
tion. In this respect, for edge ea,b , state b is the product of the mutation of 
a.

– Crossover actions generate offspring states from parents. For edge ea,b , 
state b is the output of crossover applied to state a. In this respect, state 
b inherits part of its genotype from a. For instance, the first n bits in the 
description of a may be identical to the first n bits in the description of b.
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The actions are probabilistic reflecting the probabilistic nature of the genetic pro-
cedures. The search in the space is defined by the sets of the initial and the goal 
states:

• Set P ⊂ S denotes the set of initial states that form the initial population of the 
algorithm.

• Set F ⊂ S is the set of goal states, i.e., the states that satisfy the objective of 
the algorithm which is evaluated by the fitness function f.

Let us label every s ∈ S with its fitness fs . The current population defined in set 
T ⊂ S at any generation evolves into the new population defined in set T ′ using the 
actions on the edges and the probabilities of executing these actions. The selec-
tion procedure removes the low-fitness nodes from the population.

Without loss of generality, we model this operation as the probabilistic tran-
sition of the population from lower-labeled nodes to higher-labeled nodes in C. 
This model captures the ability of the genetic algorithms to generate effective 
results. Based on this consideration, when the consecutive transitions in C lead to 
nodes with high label, all the members of the population, which may use actions 
to move to these states, have high probability of performing this transition. This 
is an explanation for the convergence of the population to some local or global 
optimum.

A goal state is reached if and only if ∃g → g ∈ F ∧ g ∈ T  . This implies that 
given P and S, reaching goal state g ∈ F is feasible, if and only if there is path 
from node j ∈ P to the node that denotes g. The probability of effectively reach-
ing g is determined by the probabilities of performing the actions on the path.

In order to model the behavior of a sophisticated algorithm as a state space 
search, we have to determine how this search exploits the properties of the state 
space so as to perform an efficient and not random search. These properties are 
found in the structure of the state space and the relationships among the states. 
The elements of a state space may share structural relationships, which we dis-
cuss in the context of the SFC embedding problem.

Definition 1 (Structural relationships) The elements of set S′ ⊂ S have structural 
relationships, if and only if their graph representations share common elements, i.e., 
nodes and edges. For any a, b ∈ S� , there are corresponding graphs A and B, such 
that A = K + G and B = D + G , where G is a common subgraph to all graphs in S′.

In the SFC embedding problem, the states can be represented as subgraphs of 
the substrate network representation, which denote the mapping of the SFC graph 
to the substrate resources. We illustrate such an example in Fig. 2. Both mappings 
share common nodes that host the VNFs of the SFC and common substrate links.

Definition 2 (Breadth of influence) Structural relationships among states may be 
global or local depending on their breadth of influence. Global relationships are in 
effect in the whole space S. Let E be a global relationship defined in S. For every 
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S′ ⊂ S , the relationship E between any a, b ∈ S� is defined and evaluated as true. 
Local relationships are in effect in a subset of the state space. Let H be a local rela-
tionship defined in Sb ⊂ S . There is a set Sa ⊂ S in which H is not defined and not 
evaluated as true, where Sa = S − Sb.

The importance of structural relationships in graph problems solved by GAs is 
shown in the next lemma.

Lemma 1 Any consecutive states in path h of graph C which denotes state space S 
share structural relationships.

Proof By definition, path h in C connects states that are formed by the genetic pro-
cedures of crossover and mutation. During crossover, chromosome c is formed by 
combining structural elements of chromosomes a and b. Then, a and b have struc-
tural relationships with c. During mutation, chromosome d′ is formed by the random 
variation of genes of chromosome d per generation; then d′ and d share common ele-
ments. As a consequence, for every state s in h, there is at least one state s′ also in h, 
which shares common elements with s.   ◻

We notice that, after some generations, the population that is generated may be 
completely altered and may not contain any common chromosomes with the initial 
population; it is possible that the members of the initial and the final population 
will not share structural relationships. For any two consecutive generations m and 
m + 1 though, the members of their populations share structural relationships as the 
chromosomes of m + 1 are products of the population of m under the genetic proce-
dures. In conclusion, any two consecutive nodes on path h denote states that share 

Fig. 2  Example of mappings with structural relationships in nodes 3, 4 and the edge that connects them
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structural relationships, but this is not necessarily in effect in more distant nodes on 
h. Lemma 1 and implies the following corollary:

Corollary 1 Reaching a goal state is feasible for a genetic algorithm, if and only if 
there is state p ∈ P and state g ∈ F between which there is sequence H of nodes, 
such that consecutive nodes hi and hi+1 in H have a structural relationship.

In order to identify the hardness of problems in the field of computational com-
plexity, we group them in classes of problems with similar characteristics and study 
their behavior. We follow this concept and further examine two classes of problems 
with similar characteristics and shed light into the efficiency of GAs. The two classes 
of problems are defined using general schemas, namely n-subgraph and k-subgraph. 
These schemas are formulated as languages. All the languages that describe prob-
lems in one of these classes are in compliance with the corresponding schema.

In the remainder of this section, we formulate decision problems and states as 
languages. Then language LD describes the problem while language LS its states. 
For the decision problem described by language LD , there is language LS , such that 
every state in state space S of LD belongs to LS and the problem is resolved as true if 
∃s ∈ S → s ∈ LD.

We particularly care about function problems that can be efficiently solved by 
GAs. As such, we define them on the corresponding decision problem and language 
L under the general definition:

L: find s in S so that s ∈ LD
Next, we define as languages two classes of problems related to SFC embedding 

and study their hardness when computed by GAs.

The n-subgraph class
n-subgraph = {G, n,w | There is n-node subgraph N in n-node graph G of maxi-

mum degree Δ(G) > 0 , where property w is valid.}
The states of the state spaces of the instances of the problems that belong to the 

n-subgraph class belong to the following language:
n-subgraphS = {N| N is an n-node graph N}
The state space for each instance of problem in the class consists of all the possi-

ble graphs that may be generated using the n-nodes of G and all the combinations of 
its edges. The demand for Δ(G) > 0 excludes problem instances of edgeless graphs.

The number of states in S can be reduced if we consider a bounded number of 
edges for N. The states have global structural relationships. The elements of the state 
space are all graphs of the form G(V, E), where V is common to all. This constitutes 
a global structural relationship.

In Sect.  6, we discuss the problem of Parameter Adjustment that belongs to 
this class. We particularly utilize parameter adjustment for the optimization of the 
operation of our genetic algorithm. Another well-known problem that belongs in 
this class is the minimum spanning tree problem [35], at which we seek to find a 
spanning tree N of minimum weight in weighted graph G. Property w is valid if 
N forms a tree and it is minimum in G. The number of edges in N is bounded to 
n − 1.



1 3

Journal of Network and Systems Management           (2023) 31:81  Page 13 of 41    81 

For each problem in the class where the number of edges in N is bounded, the 
cardinality l of its state space S equals to l =

(
e

m

)
 , where e is the number of edges 

in G and m the number of edges of N.

The k-subgraph class
k-subgraph = { G, n, k,w | There is k-node subgraph K in n-node graph G of 

maximum degree Δ(G) > 0 , where property w is valid and n ≥ k}
For the state space S of any problem in this class, the states within are defined 

as follows:
k-subgraphS = {K | K is a k-node graph}
Each state space consists of the descriptions of all the possible k-node sub-

graphs of G. Each problem in the class can by sufficiently defined through G and 
w.

The SFC embedding problem belongs to this class. Its state space consists of 
all the k-node sub-graphs of the state space. Property w is valid, if the set of 
k nodes that will host a VNF-graph is within constraints, is connected and has 
the minimum sum of weights of all connected k-node subgraphs of G, where 
weighted graph G models the substrate network. In order to simplify our analysis, 
in this section and without loss of generality, we consider a restricted case of the 
SFC embedding problem, at which the VNFs are hosted on exactly k nodes. In 
the general case of the problem that is studied in this paper, the VNFs are hosted 
at most on k nodes, favoring VNF co-location. The elements of its state space 
belong to the following language:

SFC-ES = {Gk | Gk is a k-node graph}
As an example of another problem that belongs to this class, we refer to the 

widely studied problem of CLIQUE, which aims at determining the existence of 
a k-node complete subgraph in graph G. In CLIQUE, w is satisfied if K is a com-
plete k-node graph.

We further describe the relationships among the elements of the state space 
for the problems in the k-subgraph class. The cardinality l of S equals to l =

(
n

k

)
 . 

There are structural relationships of local breadth among the elements of S. Each 
edge of G (or each pair of nodes) participates in the formation of le =

(
n−2

k−2

)
 sub-

graphs of k nodes as a common structural element. Each node is a common struc-
tural element in the formation of lv =

(
n−1

k−1

)
 subgraphs.

Both structural relationships have local breadth in S, as each edge or node is com-
mon only to a subset of S. If there were global relationships, there would be com-
mon elements for all the states in S, which is not a valid argument. As we show in 
Theorem 2, there are states in S that are distinct under the following definition:

Definition 3 (Distinct states) States a, b are distinct, if and only if they correspond 
to distinct subgraphs Ga(Va,Ea) , Gb(Vb,Eb) , so that Va ∩ Vb = � and Ea ∩ Eb = �.
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There are numerous GAs that deal efficiently with problems in the n-subgraph 
class [36, 37]. Instead, problems in the k-subgraph class are considered compu-
tationally harder [38]. Note that this assertion is mainly based on empirical evi-
dence. In this respect, we provide a more elaborate explanation based on theoretical 
grounds.

The main reason behind the use of a GA for the aforementioned problems is the 
development of solvers with low run-time, i.e., much lower compared to an exhaus-
tive search of the state space. To this end, the initial population needs to be rela-
tively small, since a large initial population would lead to a complexity on par with 
the exhaustive search. For the problems in k-subgraph class, we show in the rest of 
this section that for a relatively small population P ⊂ S , there is subset S′ of the state 
space, the elements of which have no structural relationships with the elements in P. 
As such, for a relatively large S′ , there is low probability of reaching a goal state in 
S′.

Theorem 2 In state space S of a problem described by language L in k-subgraph 
class, there are subsets S1 , S2 ⊂ S , such that any states s ∈ S1 and m ∈ S2 are 
distinct.

Proof Let i1 and i2 be two instances of a problem described by language L in k-sub-
graph class that are defined by graphs G1 , G2 with respective state spaces S1 , S2 . 
Let us now form problem instance i3 in graph G3 that is generated by connecting 
the nodes of G1 and G2 with arbitrary placed edges. The state space of i3 can be 
expressed as the union S3 = S1 ∪ S2 ∪ A , where A is the set of states defined in sub-
graphs of G3 that consist of nodes from both graphs G1 and G2 . It is clear that any 
states s and m are distinct, if s ∈ S1 and m ∈ S2 . This is a general property of the 
problems in k-subgraph class.   ◻

In the next theorems, we examine the effectiveness of crossover and mutation in 
exploring S.

Theorem 3 Most states in space S of the problem described by L in k-subgraph class 
are infeasible to be generated by applying crossovers on a population g of relatively 
small size.

Proof Following the arguments on the proof of Theorem 2 and Corollary 1, a popu-
lation generated by the elements of graph G1 is not feasible to generate the states in 
G2 using crossover. Then for a small population g, subgraph G1 is smaller in size 
than G2 . This implies that the states that are feasible to be generated by g are less 
than the states that cannot be generated.   ◻

Theorem  4 For subsets of distinct states S1 and S2 of state space S of a problem 
described by L in k-subgraph class, a population that denotes states in S1 has low 
probability of generating states in S2 through mutation.
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Proof Every chromosome after mutation has probability Pr = |S2|∕|S| of generat-
ing a chromosome that represents a state in S2 . From Theorem  2, we derive that 
S = S1 ∪ S2 ∪ A and |A| =

(
n

k

)
−
(
n1

k

)
−
(
n2

k

)
 , where n, n1 and n2 are the nodes that 

form S, S1, S2 respectively and S = S1 + S2 . These imply that |A| > |S2| and |S2| is 
significanlty smaller than |S| . As such, probability Pr is low.   ◻

Theorems  3 and 4 imply that finding the global optimum on a state space is 
hard for problems in the k-subgraph class. Under certain conditions, a goal state 
will probably not be reached. The demand for efficiency imposes the generation 
and maintenance of relatively small populations throughout the operation of a GA, 
thereby, reaching a goal state is uncertain. These observations dictate our choices 
(i.e., heuristic population generation, multiple execution of the GA in different pop-
ulations) in the design of the proposed GA, as explained in Sect. 5.

The arguments used in the proofs of the theorems are not valid for problems in 
the n-subgraph  class. The states of any instance of a problem within the n-subgraph 
class that is defined in graph G include all the nodes of G and this structural rela-
tionship is global. In the general case, the problems within the k-subgraph class are 
harder to solve using GAs compared to the n-subgraph class.

5  Genetic Algorithm

During the development of GAs, various critical issues are raised that are inherent to 
the nature of GAs. In order to address them, it is often necessary to apply variations 
on the typical design of GAs [34, 39]. In the following, we discuss the variations 
that we apply.

Maintenance of efficient solutions. In the common approach, the procedures of 
crossover and mutation modify the genotype of the population without preserving 
the initial chromosomes. This design may fail to preserve an efficient solution on the 
population that may take part in mutated or crossover procedures.

This issue is resolved by including in the same population both the parents and 
their offspring; similar to biological systems where populations consist of a mixture of 
parents and offspring. During mutation, we include both the original and the mutated 
chromosomes in the population. This technique increases the size of the population 
during crossover and mutation. Then the selection procedure reduces the population 
size to its default size. The same reasoning satisfies the need to maintain the best solu-
tion computed during each generation as a candidate output of the algorithm.

Premature convergence to local optima. A significant issue concerning GAs, in 
general, is the convergence to an undesired solution. This stems from the restriction 
of the search in a part of the state space that contains only local optima. In this case, 
the population becomes homogeneous, before converging to the optimal solution.

The technique developed for the avoidance of premature convergence, in our 
work, is based on the concept of competition that takes place in stages and in sets 
of competitors. The competitors that prevail in each set form the groups of com-
petitors that will compete in the next stage of the competition. The winners of the 
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group stage are nominated in the last stage of the competition, which designates the 
stronger competitor as the winner of the competition.

The GA is executed in n groups of n sets of chromosomes. In each set, there are p 
chromosomes that constitute the population for the algorithm, which is executed for 
g generations. The best solution generated in each set is promoted to form the popu-
lation of the group that it belongs. Subsequently, in each group, the algorithm is 
executed over the population generated in the sets. The final output is computed by 
executing the algorithm on the population generated on the groups. This technique 
develops a structure of procedures that is sketched in Fig. 3.

In this method, the algorithm combines in the group stage the local optima dis-
covered in the sets, avoiding the confinement within a single local optimum. We 
explain the benefits of this technique based on the theory developed in theorems 3 
and 4. In the i-th execution of the algorithm, the subset Si of the state space S is 
explored, which differs from the subset Sj explored by the j-th executions of the 
algorithm. Also, the subset S − Si that is inaccessible by the initial population of i 
also differs from the subset S − Sj of j. Then for large S executions, i and j generate 
distinct mappings. Computing in the group stage the mappings generated from sub-
sets Si and Sj enables the generation of the combined best solutions found in subset 
Sc = Si ∪ Sj , resulting in a more advanced exploration of S. Set Sc includes map-
pings that are generated partially from each of the two subsets Si and Sj achieving 
a broader exploration of S. Simulation results demonstrating the advantages of this 
technique are presented in Sect. 7.3.

A computational benefit of this approach is that computations in sets and groups 
can be executed in parallel, thereby, significantly reducing solver run-time in multi-
core systems. We have used a multi-threaded implementation in order to enable par-
allelism. The computation of each group is sequential while the computations of the 

Fig. 3  Structure of procedures
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sets in each of the groups run in parallel, reducing the the run-time that is required 
for the sets to produce the population that will be used in the groups.

Chromosome representation. The mappings of the VNF-graph elements to the 
substrate network resources and the chromosomes are represented by an array H of 
length equal to the order of the VNF-graph. In position i of H, we place the index of 
substrate node z ∈ Vs , which hosts the node i ∈ Vv.

Initial population generation. The operation of the GA consists of the gen-
eration of an initial population of chromosomes and the iterative execution of the 
genetic procedures, as shown in Algorithm 1. There are two approaches for the gen-
eration of the initial population, i.e., the random and the heuristic generation of its 
chromosomes. In the former approach, the chromosomes represent a set of possible 
solutions chosen randomly from the state space (or else solution space) of the prob-
lem. In the latter approach, a heuristic is employed to form the population and direct 
the search in specific parts of the state space. We employ both methods; the larg-
est part of the initial population is generated heuristically and, subsequently, for the 
remaining part of the population we apply random generation. The heuristic genera-
tion of the population improves the fitness of the output of the GA, as it favors solu-
tions that minimize inter-rack traffic.

For the population generation, the heuristic only considers the servers that have 
sufficient capacity for accommodating the minimum VNF demand; that is subset 
V ′
s
⊆ Vs . As such, the algorithm avoids the computation of chromosomes that are 

incapable of generating valid solutions and restricts the computation of the state 
space to states that are more likely to constitute valid mappings. Then for every 
s ∈ V �

s
 , the heuristic generates a chromosome that maps all the VNFs of the chain 

to s. Even if this mapping is not valid, during crossover and mutation valid map-
pings are generated that favor the co-location of multiple VNFs on the same server, 
directing state space search to parts of the state space that meet the minimum traffic 
demand. The rest of the population consists of randomly generated mappings of the 
VNFs to the nodes in V ′

s
 . In case that the size of the population is smaller than the 

size of V ′
s
 , the ratio of heuristically to randomly generated chromosomes is set to 

0.8. The generated initial population also exhibits high diversity, which advances its 
operation. In theory, the initial population of a genetic algorithm should exhibit high 
diversity, which usually implies that it covers a wide range of the state space.

The use of this heuristic directs the state space search to states that favor the map-
ping of communicating VNFs on the same servers, alleviating the communication 
cost and exploiting the computational capacity of the servers more efficiently. In 
addition, states that include substrate nodes that are not capable of hosting any VNF 
are excluded from computation, reducing the size of the state space to by computed.

The execution of the genetic procedures in each chromosome depends on its fit-
ness, computed by fitness function Cm using input graph Gs , which is a representa-
tion of the substrate network on its current computational load and traffic. In order 
to determine the number of times the genetic procedures will be executed in a GA, 
we define the parameter generations. For the formation of sets and groups and their 
computation, we also use the parameter supergenerations. Specifically, this expresses 
the number of times that the GA will be executed in the sets and groups that will 
eventually generate the embedding. The thresholds of mutation and crossover 
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probabilities along with a random number generator specify whether the two pro-
cedures are executed in every chromosome. These parameters along with the size of 
the population, the size of each VNF-graph and the current network state affect the 
operation and the efficiency of the algorithm. These parameters are inserted into the 
algorithm as the setup on which the algorithm will be applied.

In the following, we elaborate on the three genetic procedures.
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Selection. The selection procedure, described in Algorithm 2, is executed only if 
the population is not homogeneous; otherwise, its execution is pointless. Whereas 
the procedures of crossover and mutation increase the population in the current gen-
eration, selection maintains a constant size for the population of the next generation. 
We maintain a population of constant size in order to control the complexity of the 
algorithm. Homogeneity is evaluated by computing the deviation of the population 
fitness. If the population is deemed to be heterogeneous, the fitness of each chromo-
some is computed and if its value is lower than c, the chromosome is added in the 
future population. This occurs for c = fmin + dev × q , where fmin is the value of the 
strongest chromosome of the current population, dev the deviation of the fitness val-
ues of the population, and q is a randomly generated value.

Crossover. This procedure generates new chromosomes that are added in the 
current population. For every pair of sequentially chosen chromosomes (e.g., i, j), 
we generate a random value q. If q is smaller than the crossover probability, the 
two chromosomes produce two offsprings. Given a random number h, chromosome i 
copies its first h genes to the first offspring and the rest to the second one. Likewise, 
chromosome j copies its first h genes to the second offspring and the rest to the first 
one (see Algorithm 3).
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Mutation. This procedure is sequentially executed in every chromosome. If a 
randomly generated value q1 is smaller than the mutation probability, a copy of the 
chromosome is generated and mutated. A gene of the copied chromosome is ran-
domly chosen and a random value is assigned to it. The mutated chromosome is 
added to the population, as described in Algorithm 4.

Fig. 4  During crossover, pairs of chromosomes exchange parts of their genetic codes. Mutation regards 
the random variation of randomly selected genes in every chromosome
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A simplified example of the procedures of crossover and mutation is illustrated in 
Fig. 4.

6  Dynamic Parameter Adjustment

Identifying the optimal values for the parameters in the GA setup entails a significant 
challenge and it is subject to the problem that the GA is applied. Merely increasing 
the values of these parameters will increase the complexity of the algorithm, while 
decreasing these values will affect its efficiency. As such, the quest for optimality is 
crucial. A common approach is to identify the appropriate values through extensive 
experimentation. Instead, we rely on a computational solution that enables adapt-
ability across different topologies and different instances of the problem.

6.1  Parameter Adjustment as an Optimization Problem

Parameter adjustment is always problem-oriented. In this respect, we have to take 
under consideration the special properties of each problem instance on which the 
genetic algorithm is applied. In particular, we approach parameter adjustment as an 
optimization problem and rely on GAs for its solution. In this section we analyse the 
efficiency of the parameter adjustment problem and prove that it is in the n-subgraph 
class and therefore it is computationally tractable. In this analysis, we use the same 
notation and language-oriented descriptions as in Sect. 4.

Let function fg(Q, i) produce the output of GA g on input i using setup Q. We 
seek to determine the minimum values for the elements of Q that maximize the out-
put of fg . Minimization of the values in Q implies minimum computational burden, 
while maximizing fg implies maximizing the effectiveness of the algorithm. It is 
reasonable to apply bounded values in the elements of Q so as to maintain efficiency 
and avoid undesired arbitrary large values. As such, we define the Parameter Adjust-
ment (PA) problem, as follows:
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PA: Given i,  a,  b find minimum Q which maximizes fg(Q, i) where 
∀q ∈ Q → q ∈ [a, b]

Theorem 5 PA is in n-subgraph class.

Proof We show that PA is reducible to a problem within the n-subgraph class. Con-
sider graph G(V, E) where V consists of n weighted nodes to which we assign all the 
values in [a, b] and the zero value; in node n0 . For every edge q(n0, nz) that we place 
in G, we assign to parameter q of Q the weight of node nz . Thereby, PA is reduced in 
finding the optimal placement of the edges of the form q(n0, nz) that will construct 
G in order to achieve the objective of PA. Graph G is an n-node graph with edges 
equal to the number of parameters in Q and satisfies property w, as it is described by 
the objective of PA and its construction. It is then a problem within the n-subgraph 
class.   ◻

Based on the model presented in Sect.  4, the PA problem can be approached 
efficiently using a GA. Another advantage is that fg is an increasing function with 
respect to each parameter. By increasing each parameter alone the genetic algorithm 
will explore a larger part of the state space, since it will either generate more chro-
mosomes or perform more iterations of the genetic procedures and, thereby, increase 
its efficiency. This property implies that PA is a computationally tractable problem.

6.2  Genetic Algorithm for Parameter Adjustment

We have designed and implemented a Parameter Adjustment Genetic Algorithm 
(PAGA) in order to identify near-optimal values during the execution of the embed-
ding algorithm. PAGA is shown in Algorithm  1. It differs from the SFC embed-
ding version in its population, which consists of candidate parameter setups for the 
embedding algorithm. The fitness of each chromosome in PAGA is computed by 
running an instance of the embedding algorithm on the setup that the PAGA chro-
mosome represents in order to determine its efficiency. The efficiency is defined by 
function Cm , similar to the SFC embedding algorithm.

The functionality of PAGA is determined by the specification of its operational 
parameters. These comprise the setup on which PAGA will operate and the range of 
its output values. Starting from the latter, the range of values that PAGA produces 
for the embedding algorithm parameters will affect its performance and should be 
bounded in order to ensure efficiency. The range of output values in our evaluation 
(Sect. 7.1) is defined as follows:

• Population size: 440 - 490
• Generations: 40 - 60
• Supergenerations: 4 - 6
• Crossover probability: 0.10 - 1.00
• Mutation probability: 0.10–1.00
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We have determined empirically that the PAGA may function effectively on a setup 
of 30 chromosomes in its population, 30 generations, 2 supergenerations and for 
crossover and mutation probabilities of 0.85 and 0.05, respectively. The parameter 
adjustment procedure is dynamic to the operation of the network, i.e., the output 
is not computed using static data. The overall procedure is described in Fig. 5. The 
advantage of this approach is that the embedding algorithm may be adapted to any 
network topology using inputs at real-time.

PAGA is executed in parallel with the embedding algorithm in order to compute 
an efficient setup for each SFC embedding problem configuration. The setup that 
corresponds to a specific problem configuration is stored in a database and used on 
demand. For the sake of simplicity, we define an abstract and restricted description 
of the problem configuration based on two parameters. More precisely, the config-
uration is defined as a 2-tuple (v,  q), where v = Vv is the size of the VNF-graph, 
whereas q represents a classification determined by the ratio of the CPU demands 
of the VNFs currently embedded over the total CPU capacity of the substrate nodes. 
More precisely, we define m classes and q = ⌊m × (ccur∕cmax)⌋ , where ccur denotes 
the CPU demands of VNFs and cmax is the CPU capacity of the substrate nodes. In 
our implementation, we set m = 4 . For each combination of (v, q), a single setup is 
stored in the database.

PAGA requires the handling of a number of requests by the embedding algorithm 
in order to adapt to all the possible problem configurations. To generate an efficient 
embedding procedure, we define a basic setup for initiating the algorithm, which 
will be used when an optimal setup is not available for an incoming request. As the 
database will be gradually populated, the embedding algorithm will use the stored 
setups to handle the new requests with respect to the problem configuration.

The basic setup for the implementation of the embedding algorithm in our 
simulations (Sect. 7.1) utilizes a population of 440, whereas the generations and 
supergenerations parameters are set to 40 and 4, respectively. In addition, the 
crossover and mutation probabilities are set to 0.5 and 0.2, respectively. By this 
configuration, PAGA strikes a balance between efficiency and solver run-time, 
and also provides efficient embedding results, until it has converged to the opti-
mal setup.

When a request arrives, the embedding algorithm queries the database for a 
corresponding setup. If the setup is not found, the embedding algorithm uses the 
stored setup that better approximates the request and, subsequently, PAGA com-
putes an optimal setup for the request, which is eventually stored in the database 
for future use. The proximity of each stored setup to the request is computed as 
the euclidean distance d(a, b), where a is the configuration (v, q) of the request 
and b the configuration (v�, q�) of the stored setup. An optimal setup implies that 
d(a, c) = 0.

Gradually, all possible configurations lead to certain stored setups. After that, 
there is no need to utilize the basic configuration, as well as the PAGA. The oper-
ation of the embedding algorithm is then optimized. In our execution environ-
ment, PAGA achieves the optimization of the operation of the embedding algo-
rithm at about 500 requests. For these requests, the algorithm, using the basic 
setup, generates efficient mappings that yield a small and acceptable overhead in 
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its operation till its convergence to the optimal setup. In this respect, Fig. 6 illus-
trates the convergence to an optimal setup.

Table 2 shows an instance of the database generated during the simulation. As 
stated earlier, in the first column of the table the problem configuration is described 
by two values; the first one indicates the size of the incoming request v, while the 
second one the network state classification q. Both the table and the basic setup indi-
cate large values of the mutation probability, which deviate from typical values, i.e., 
around 0.05. The values for the basic setup are computed using PAGA, as well, and 
this result is in line with the model developed in Sect. 4. There are states within the 
state space of the instances of the SFC embedding problem that can not be explored 
by executing crossover on the initial population. The extensive use of mutation ena-
bles the exploration of parts of the state space that cannot be reached via crossover, 
increasing the efficiency of the generated solutions.

Fig. 5  Flow chart of SFC embedding with PAGA 
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7  Evaluation

In this section, we initially present the evaluation environment (Sect. 7.1), followed 
by the methods of comparison (Sect.  7.2), and the discussion of our evaluation 
results (Sect. 7.3), where we assess the SFC embedding efficiency of GA variants 
with different features. In addition, we compare the outstanding GA variant against a 
baseline greedy algorithm and a state-of-the-art heuristic, i.e., BACON [25].

Fig. 6  Deviation from optimal setup

Table 2  Database instance

Problem configura-
tion

Population Generations Super-generations Crossover & 
mutation prob-
ability

5    0 464 58 6 0.91    0.97
5    3 486 56 6 0.63    0.29
9    3 470 50 6 0.77    0.35
8    3 444 48 4 0.90    0.62
7    3 446 56 6 0.73    0.29
6    3 454 48 4 0.96    0.44
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7.1  Environment

The algorithms and the evaluation environment are implemented in Java 15 and 
executed on a computer equipped with a 16-core Intel Xeon CPU at 2.1 GHz and 8 
GB RAM. The simulations are conducted on a structured network topology. More 
specifically, the topology corresponds to a 3-layer fat-tree datacenter network, which 
comprises a common NFVI. The simulated fat-tree topology consists of 12 pods, 
which encompass 72 racks and 432 servers, in total. Each server is equipped with 8 
CPU cores at 2.5 GHz. The capacity of links connecting the servers with the Top-
of-the-Rack (ToR) switches is 1 Gbps, whereas the links at the upper layers of the 
topology have capacity of 10 Gbps. The source code and compiled binaries for the 
simulation environment are available at [26].

Each VNF-graph request consists of a diverse number of nodes, picked randomly 
within the range of 5 to 9. In our simulations, the VNF-graphs have tree-based struc-
ture and consist of two branches. The CPU demand for each VNF in the request 
varies between 2 and 6 GHz. Likewise, the bandwidth demands in the VNF-graph 
vary between 20 and 100 Mbps. The VNF-graph requests are expiring. In particular, 
every embedded SFC is associated with a lifetime picked randomly within the range 
[0, y], it determines the number of requests that have to be served before it expires. 
In order to evaluate resource utilization in conditions of resource saturation, we set 
r = 1620 . Upon expiring, the embedded SFCs are removed from the network and all 
reserved resources are released.

7.2  Comparison Methods

Our proposed GA is compared against a baseline greedy algorithm and a state-of-
the-art solution. The greedy method, described in Algorithm 5, sorts the nodes of 
the substrate network and the VNF-graph in descending order based on their capaci-
ties and demands. Subsequently, in every substrate node of the sorted list with the 
largest available capacity, the algorithm maps sequentially the VNFs with the largest 
computing demand that can fit into the respective node, while taking into account 
bandwidth constraints. The algorithm terminates as soon as all VNFs have been 
mapped. If the mapping is not feasible (i.e., when either the computing or bandwidth 
demands are not met), the execution of the algorithm is terminated with the rejec-
tion of the request. The source code for the greedy algorithm is available at [26].
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For the comparison against the state-of-the-art, we rely on the heuristic approach 
employed by BACON [25]. The rationale behind this comparison method is that 
BACON comprises a prominent SFC embedding solution that has the same objec-
tives with our proposed GA method, i.e, VNF consolidation and minimization of 
inter-rack traffic.

The BACON heuristic is based on the criticality ranking of the VNFs. The criti-
cality of a VNF is defined as proportional to the interconnections it has with other 
VNFs in the SFC, i.e., the degree of the corresponding virtual node in the VNF-
graph. BACON also considers latency between servers that host interacting VNFs as 
a criterion of efficiency. In our implementation, we consider the hop-count between 
servers as a measure for latency. The minimization of hop-count comprises an objec-
tive of our problem formulation and, in our simulation environment, this implies the 
minimization of latency between interacting substrate nodes.

BACON applies a server ranking criterion, namely Betweeness Centrality (BC), 
for choosing the most efficient substrate node for hosting each VNF. In structured 
topologies, such as fat-trees, the substrate nodes exhibit high availability and homo-
geneous properties, which results in the same ranking for substrate nodes. In order 
to alleviate this, in each iteration of the simulation, the BACON heuristic considers 
only the servers that have sufficient capacity to host the VNF (of the SFC) with the 
minimum demand. As such, the BACON heuristic ranks the servers in descending 
order based on BC, and in every step it searches for the server with the highest BC 
that generates an efficient mapping.
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7.3  Evaluation Results

7.3.1  Comparison Among GA Variants

We initially seek to gain insights into the efficiency of GAs and the impact of cer-
tain features, when these are incorporated into the design and implementation of a 
GA. To this end, we compare the efficiency among four GA variants, which differ 
in terms of the following supported features: (i) generation of the initial population 
using the heuristic described by Algorithm 5, (ii) structure of procedures of sets and 
groups, exemplified in Sect. 5, and (iii) dynamic parameter adjustment using PAGA, 
as explained in Sect. 6. Note that the absence of the dynamic parameter adjustment 
from a GA variant implies the use of the basic parameter setup (see Sect. 6.2). The 
features supported by each GA variant are illustrated in Table 3.

Figure 7 depicts the request acceptance rates for these GA variants in simulations 
conducted with the fat-tree (i.e., structured) topology. Relying on GA-B for the gen-
eration of the initial population with the basic parameter setup yields low acceptance 
rates. This stems from the fact that the search of the state space is not directed to any 
specific areas, and, thereby, the algorithm fails to adapt effectively in the search.

Next, we focus on the comparison between the remaining GA variants, which 
employ the heuristic and lead to notably higher acceptance rates. A comparison 
between GA-H and GA-HS uncovers that the structure of procedures enables a more 
advanced search of the feasible state space, generating better embeddings with 
slightly higher acceptance rates. The average runtime for handling each request with 
the basic parameter setup in our system is about 600 msec (this pertains to the three 
aforementioned GA variants).

The GA-PAGA  variant, instead, relies on the most sophisticated parameter setup 
method (Sect. 6.2), which leads to higher SFC embedding efficiency, as shown in 
Fig. 7. In particular, this gain stems from the fact that after the adjustment procedure 
has been completed, the behavior of the network is stable with the highest accept-
ance rate. This gain in the embedding efficiency of GA-PAGA  is slightly outweighed 
by an increase in the solver runtime. More specifically, the average runtime for han-
dling each request is 1.1 sec and is proportional to the size of the VNF-graph and the 
supergeneration parameter.

Our evaluation results indicate a more efficient exploration of the state space by 
our proposed GA-PAGA, in comparison to the other GA versions. This is mainly 
attributed to the GA tuning using PAGA, as well as the utilization of the structure 

Table 3  GA variants vs. 
supported features

Basic 
parameter 
setup

PAGA Initial popula-
tion with heu-
ristic

Structure of 
procedures

GA-B X
GA-H X X
GA-HS X X X
GA-PAGA X X X
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of procedures. In addition, some of the GA variants under consideration (includ-
ing PAGA) further benefit from the heuristic generation of an initial population that 
speeds up the convergence into the goal states. These advanced features eventually 
turn GAs into more efficient computational methods for SFC embedding.

The margins among the GA variants are reflected in the resource utilization, 
especially when the capacity is saturated. Figure 8 depicts server CPU utilization 
throughout the entire duration of the simulation. According to this plot, the GA-
PAGA  variant yields more efficient CPU utilization. This plot also corroborates the 
CPU utilization gains stemming from the advanced features employed by the GA 
variants GA-PAGA , GA-H, and GA-HS, in contrast to GA-B which yields signifi-
cantly lower efficiency.

7.3.2  Comparison of GA‑PAGA with BACON and Greedy

In the following, we focus on the GA-PAGA  variant, which yields the higher effi-
ciency in terms of acceptance rate and resource utilization among all GA variants. In 
this respect, we perform a comparison against the greedy algorithm (Algorithm 5) 
and the BACON heuristic.

We initially compare the three methods in terms of acceptance rate. The simula-
tion results on the fat-tree topology (Fig. 9) indicate that GA-PAGA  achieves higher 
acceptance rates than the other methods and converges faster to a steady state. 
These gains stems from the fact that GA-PAGA  utilizes the available resources more 

Fig. 7  Request acceptance rates of diverse GA variants
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Fig. 8  Server CPU utilization with diverse GA variants

Fig. 9  Request acceptance rates of GA-PAGA, greedy, and BACON
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efficiently, generating valid mappings in conditions of saturated bandwidth and 
capacity by exploiting the state space more effectively.

In the following, we measure the traffic at intra-rack and inter-rack level gener-
ated by the embeddings of GA-PAGA , greedy, and BACON. Note that GA-PAGA  
and BACON aim at reducing the communication cost among the interacting VNFs 
(i.e., adjacent VNFs in the SFC graph). To this end, these methods follow differ-
ent approaches, resulting in different VNF placement strategies. More precisely, 
GA-PAGA  strives to place the VNFs of every SFC on the same server in order to 
eliminate the communication cost among the interacting VNFs. On the other hand, 
BACON seeks to place interacting VNFs onto the same rack (where its nodes exhibit 
higher BC), but not necessarily on the same server. High BC is achieved when there 
is a group of at least three servers on the same rack that may host a subgroup of the 
VNFs. The greedy algorithm exercises a VNF consolidation strategy, similar to GA-
PAGA .

Figure 10 illustrates the intra-rack traffic generated by the embedding of SFCs 
using the three methods under comparison. GA-PAGA  and the greedy algorithm 
yield lower volumes of intra-rack traffic, since they achieve a high level of VNF 
consolidation within the same server. This is not the case for BACON, which 
generates a substantial amount of traffic within each rack. This stems from the 
VNF placement strategy explained earlier, which leads to the partitioning of SFC 
graphs among multiple servers.

According to Fig.  11, GA-PAGA  further leads to significant bandwidth con-
servation at the inter-rack level compared to BACON and greedy. This gain of 

Fig. 10  Intra-rack traffic generated by GA-PAGA, greedy, and BACON
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GA-PAGA  is more evident for up to 5500 requests. Eventually, the generated 
inter-rack traffic volumes of all three methods tend to converge, since the utili-
zation of resources within racks enforces the partitioning of SFC graphs across 
multiple racks. Nevertheless, GA-PAGA  is more effective in terms of inter-rack 
traffic reduction with the generation of embeddings that use a minimum number 
of racks. As shown in Fig. 11, the inter-rack traffic generated by BACON is for 
most of the time on par with the greedy, as the corresponding curves in the plot 
converge after 2000 requests.

Figure 12 illustrates the CPU utilization of the servers across the NFVI. GA-
PAGA  yields efficient CPU utilization on par with the greedy and BACON. The 
latter exhibits a slight advantage in terms of CPU utilization, compared to the 
other two methods. However, this minor gain cannot outweigh the larger amounts 
of traffic generated by BACON at the intra- and inter-rack level.

In addition to the request acceptance rate, we employ the Cost-to-Revenue 
Ratio (CRR) in order to quantify the efficiency of the SFC embeddings, inline 
with [40]. To this end, we initially define the Revenue ( ℝ ) of a SFC request, as:

ℝ =
∑

n∈Nv

dn + a ∗
∑

i,j∈Nv

ei,j

Fig. 11  Inter-rack traffic generated by GA-PAGA, greedy, and BACON
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In essence, revenue accumulates all the node and link capacity demands of the SFC 
request. Furthermore, we define the Embedding Cost ( ℂ ) that essentially accumu-
lates all node and link embedding costs, as follows:

Note that a is set to 0.5 in order to strike a balance between the two terms in both 
formulas.

Based on the definitions above, CRR is computed as: CRR  = ℂ / ℝ . Note that 
the lower the CRR the better. Practically, CRR is mainly affected by the second 
term of ℂ , i.e., embeddings with longer hop-counts increase the embedding cost, 
and, thereby, the CRR. Hence, high CRR values imply a high degree of SFC par-
titioning among racks.

Figure 13 illustrates the CDF of the CRR for all embedded requests with the 
three methods. According to this plot, GA-PAGA  generates embeddings with 
lower CRR compared to BACON and the greedy. For instance, 80% of the embed-
ded SFCs computed by GA-PAGA  are associated with a CRR of 1.11 or less. This 
CRR value indicates a low fragmentation of SFCs among racks and is in accord-
ance with the lower volume of inter-rack traffic generated by GA-PAGA .

Lastly, we compare the three SFC embedding methods in terms of solver 
runtime in our system. The corresponding measurements appear in Table 4. As 
expected, the greedy algorithm yields the lower runtime, due to its low complex-
ity. GA-PAGA  exhibits a runtime slightly higher than 1 sec, which is substantially 

ℂ =
∑

n∈Nv

dn + a ∗
∑

i,j∈Nv

ei,j ∗ hu,z

Fig. 12  Server CPU utilization with GA-PAGA, greedy, and BACON
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lower compared to the 3.2 sec required by BACON to compute a SFC embedding. 
The factors that mostly affect the runtime of the GA-PAGA  are the VNF-graph 
size and (despite parallelism) the supergenerations parameter. Setting supergen-
erations to 2 reduces the runtime of GA-PAGA  at the level of the greedy.

Overall, GA-PAGA  compares very favorably against a state-of-the-art method 
(BACON) and a greedy algorithm. Whereas all three methods exhibit similar 
(high) levels of CPU utilization, GA-PAGA  stands out in terms of bandwidth uti-
lization, as its embeddings generate the lower amount of inter-rack traffic. This 
can allow for a higher level of oversubscription in datacenter network topologies, 
reducing the expenditure (CapEx) for NFVI operators. Furthermore, if required, 
GA-PAGA  can be tuned to generate embeddings in the order of hundreds of msec 
via parameter adjustment and parallelization.

Fig. 13  CDF of Cost-to-Revenue Ratio (CRR) with GA-PAGA, greedy, and BACON

Table 4  Average solver runtime Solver runtime

GA-PAGA 1.1 sec
BACON 3.2 sec
Greedy 600 ms
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8  Related Work

We hereby discuss related work on SFC and virtual network embedding (Sect. 8.1) 
and on the study on the functionality of GAs (Sect. 8.2). We note that most related 
work relies on machine learning, reinforcement learning, or heuristics, whereas GAs 
are rarely employed within this scope. We further refer to a range of techniques for 
the adjustment of GA parameters.

8.1  GAs for Graph Embedding

Authors in [27] present a GA for virtual network embedding. The proposed algo-
rithm is designed, such that it can benefit from its parallel execution on multiple 
servers. The representation of the chromosomes is complex with variable length, 
which increases the computational requirements of the algorithm. Furthermore, the 
evaluation of the algorithm is carried out only for random topologies of relatively 
small scale. As such, the efficiency of the proposed algorithms in structured topolo-
gies (e.g., fat-trees or leaf-spine) is not assessed.

A hybrid GA for virtual machine placement is proposed in [28]. This algorithm 
is tailored to energy optimization in datacenters. In this algorithm, energy consump-
tion is considered as one of the evaluation parameters of the generated solutions. 
This approach extends the model of the simple GA by applying a process of repair-
ing invalid solutions and a process of local optimization, enhancing the efficiency of 
the algorithm. This method is applied and evaluated in small-scale random network 
topologies.

Another GA for the VNF placement problem is proposed in [29]. VNF chaining 
is not taken into account; instead, this work addresses the need for VNF scaling. The 
proposed GA method is shown to be more efficient than an Integer Linear Program 
(ILP), generating acceptable solutions. The evaluation is limited to small-scale net-
work topologies.

Authors in [41] elaborate on a system that partitions the substrate network into 
clusters, using the k-medoids method in order to reduce the complexity of the algo-
rithm. A GA and the method of Chemical Reaction Optimization are applied in each 
cluster separately for virtual network embedding. Both methods perform well in 
comparison to integer programming. Another related application of GAs is load bal-
ancing on virtualized infrastructures [42].

Various techniques for the segmentation of the state space are presented in [43], 
aiming at a more efficient exploration of the state space. In each technique, an algo-
rithm searches each segment for its optimal solution and, subsequently, the gener-
ated solutions from all the segments are combined. The issue with this approach is 
that a predefined segmentation strategy may not be effective in different network 
topologies. Such techniques lack the property of adaptability in different instances 
of the problem, while our approach effectively adapts to different types of network 
topologies. Comparing clustering and segmentation methods with our technique 
based on the structure of procedures, we note that the aforementioned methods apply 
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an exploration of the state space defined on a static fashion, whereas our method is 
dynamic and adaptable to different topologies.

This problem of VNF-graph embedding is addressed in [30] using a GA. The 
novelty of this approach lies in the addition of a repairer in the algorithm for the 
correction of invalid solutions. The evaluation of the proposed method is conducted 
on medium-scale topologies; however, the embedding efficiency is not compared to 
other existing methods.

Authors in [44] use crossover and mutation operators to avoid population homo-
geneity by maintaining diversity in the population and delay convergence. A down-
side of this approach is that it is not efficient for different types of networks. The 
dynamic parameter adjustment procedure that we have devised does not exhibit this 
disadvantage.

Using heuristics for the generation of the initial population can direct the search 
in areas of the state space that are more likely to include an efficient solution, such 
as in [45]. This is a method that we also employ as described in Sect. 5.

8.2  GA Modeling and Parameter Adjustment

There are various efforts to understand the behavior of GAs. Most popular modeling 
frameworks include Markov chain modeling [46] and the building blocks hypoth-
esis [47]. Both frameworks exhibit limitations, since there are applications of GAs 
that they do not cover. In addition, they do not explain the ability of GAs to either 
efficiently solve (or not) a range of computational problems. Instead, our model cap-
tures the behavior of GAs with respect to a class of computational problems that 
SFC embedding belongs.

Parameter adjustment on GAs is still an open problem, due to the lack of a con-
crete theoretical framework for their operation [48]. Researchers have adopted 
empirical methods in order to investigate the optimal parameter values for practical 
applications of GAs. In most relevant studies, the researchers experiment on prob-
lems of static configuration, such as algebraic problems. However, in reality, we 
often deal with problems the configuration of which is subject to variations during 
runtime, such as the embedding problem that we study in this work. In our study of 
parameter adjustment, we take this particular aspect into consideration.

Various studies focus on the optimization of one of the parameters (e.g., popu-
lation size), while others follow a holistic approach, studying the behavior of the 
whole set of parameters. We mainly care about the latter, which can lead to more 
interesting results of practical value. First, we examine studies that aim to draw con-
clusions about the nature of GAs and then self-adaptation methods integrated on the 
GAs and executed at run-time.

In [48], the interactions among the parameters of a GA are studied extend-
ing previous works on the same direction. The authors study GAs which compute 
the global optima of a set of algebraic functions. The behavior of each parameter 
is studied by applying variations on its value and then comparing the results with 
experiments of the same fashion on the other parameters. The experimental results 
lack generalization, as they are applied on a specific type of problems and do not 
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lead to any practical solution or to some concrete substantiation on the matter, which 
could be used in algorithm design.

The investigation of parameter adjustment using a meta-level GA is investigated 
in [49]. The meta-level algorithm generates a population of possible setups and 
computes the optimal one. The researchers perform extensive experiments on this 
design and provide interesting results. In our previous work [24], we utilize a similar 
method. The downside in both cases is that the methods are applied on static prob-
lem instances (i.e., not during runtime), so they lack adaptability on different prob-
lem configurations. In the design of PAGA, we overcome these limitations.

The execution in parallel of the same algorithm with different setups is a common 
approach on self-adaptive GAs. The results from the parallel executions are then 
compared in order to determine the optimal setup and modify the current parameters 
of the algorithm. In [50], the optimal setup is determined using reinforcement learn-
ing; however, the efficiency of this method is not firmly assessed. In [51], the opti-
mal setup is computed based on the comparison of the outputs from each parallel 
execution, leading to satisfactory results on problems of static nature.

The parallel execution of the genetic algorithm for the more efficient search of 
the state space and the avoidance of premature convergence is also used in several 
studies (e.g., [52]). The major difference between these approaches and the structure 
of procedures that we employ is that in the aforementioned works the algorithms 
merely choose the best mapping from the parallel computation outputs, while in our 
solution the outputs are combined in order to compute a new mapping improving the 
efficiency of the algorithm.

9  Conclusions

SFC embedding comprises a crucial orchestration aspect for NFV infrastructures. 
In contrast to various heuristics and exact methods employed to tackle this problem, 
we investigated the efficiency of AI-assisted embedding, leveraging on genetic algo-
rithms. Our proposed GA-based solution deviates from mainstream GA methods, 
since it incorporates advanced features, such as the dynamic parameter adjustment 
depending on the problem configuration and the generation of an initial population 
using a greedy algorithm. The former achieves the fine-tuning of the GA based on 
the particular problem instance, whereas the latter augments the GA with the con-
vergence to the desired solution.

Coupling these capabilities with the structure of procedures empowers our most 
advanced GA variant, i.e., GA-PAGA , to confront the computational complexity 
of VNF-graph embedding and generate efficient solutions. Our evaluation results 
uncover significant gains for GA-PAGA  in terms of request acceptance and resource 
utilization, in comparison to other GA variants that employ a subset of GA-PAGA’s 
features. GA-PAGA  also outperforms a baseline greedy algorithm and a state-of-the-
art heuristic with a similar optimization objective. Additional micro-benchmarks 
indicate that these efficiency gains stem from improved VNF consolidation, which, 
in turn, yields lower bandwidth consumption.
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In future work, we plan to explore the suitability of other methods for AI-assisted 
resource orchestration across multiple domains, and identify potential gains and 
trade-offs compared to existing heuristic and exact methods. This problem entails 
challenging aspects, such as the need for privacy preservation and autonomous deci-
sion making within each domain. In this respect, federated learning comprises a 
promising approach that we will harness.
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